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October 2002

On behalf of the IBM Endowment for The Business of Government, we are pleased to present this report by
Don Heiman, “Public-Sector Information Security: A Call to Action for Public-Sector CIOs.”

This report expands upon the themes and issues raised at a forum on Security and Critical Infrastructure
Protection sponsored by the National Association of State Chief Information Officers (NASCIO) with the
support of the IBM Endowment. Forum participants included state chief information officers, government
information technology managers, and other key state government staff. At the forum, held in November
2001, conference participants identified a series of actions designed to combat emerging cyber-threats to
security and critical infrastructure. 

Subsequent to the forum, NASCIO asked Don Heiman, former chief information officer of the State of
Kansas, to develop recommendations for improving public-sector information security. He developed 10
recommendations in three areas: management, technology, and homeland security. Taken together, these
recommendations reflect the concept that security is about more than just information technology. One 
key point is that IT governance is a critical responsibility for the heads of government entities and should
include all key stakeholders. 

The report argues that in order to exercise effective enterprise and IT governance, agency heads and the
agency’s executive management team must have a clear understanding of what to expect from their enterprise’s
information and security programs. It is crucial that organizations evaluate the positive aspects and short-
comings of their current security program, and then design improved programs to meet organizational needs.
Organizations also must work to improve their capacity to effectively implement their security program. 

The 10 recommendations set forth by Heiman are critical components to a successful response against
cyber-security threats and attacks. We trust that this report will be helpful and useful to chief information
officers at all levels of government as they develop and implement security measures to protect the nation’s
critical infrastructure. 

Paul Lawrence Ian Littman
Co-Chair, IBM Endowment for Co-Chair, IBM Endowment for
The Business of Government The Business of Government
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“The U.S. must come to terms with the six lessons of cyber-security: 1. We have enemies.… 2. They are
smart. Thus, we shouldn’t underestimate them.… 3. They will use our technology against us, especially if
they understand it better than we do.… 4. They will attack the seams of our technology infrastructure.… 
5. Our technology, like our society, is surprisingly interdependent.… 6. The only way to counter this threat
is for all levels of government and the private sector to work together.”1

—Richard Clarke
Special Advisor on Cybersecurity

White House Office of Homeland Security

PUBLIC-SECTOR INFORMATION SECURITY

In November 2001, the National Association 
of State Chief Information Officers (NASCIO) 
sponsored the Forum on Security and Critical
Infrastructure Protection, funded by a grant 
from The IBM Endowment for The Business of
Government. More than 80 individuals participated
in the day-and-a-half event. Participants included
state chief information officers (CIOs) and security
chiefs representing 35 states. Other participants
included representatives of local and federal gov-
ernment information technology (IT) management
as well as other agencies and branches of state
government. A summary of the proceedings 
of that forum can be found in Appendix I.

This report represents a call to action built, in part,
upon the results of that forum. Specifically, the
report calls public-sector CIOs to act on the follow-
ing 10 recommendations:

Management:
1. Make sure everyone is at the table. Develop an

IT governance structure that is inclusive of all
stakeholders. The structure should include
security governance at the enterprise level and
it should bring to the policy table emergency
response and audit leadership. All branches of
state government and local units of government
should be represented in order to develop poli-
cies, set standards, and establish enterprise-
level security plans.

2. Develop measures for enterprise success.
Implement enterprise planning for security out-
comes, including measures for success and
best practices for setting and performing tasks,
and commit to sharing resources for the good
of the whole.

3. Adopt IT control objectives to manage, imple-
ment, and maintain IT systems.

4. Develop security metrics that accurately mea-
sure unwanted intrusions, security breaches,
penetrations, and vulnerabilities. The reporting

E X E C U T I V E  S U M M A R Y
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should be shared at a summary level with the
executive, legislative, and judicial branches of
state government as well as with other govern-
mental organizations. The reports should be
confidential to government communities.

5. Develop state enterprise-IT architectures that
include security as an underlying domain with
disciplines based on engineering standards,
best practices, and accepted architecture-
setting methodologies. The architectures should
underlie the various IT domains and include
physical security.

6. Develop a business case for security based on
a full risk assessment of critical-infrastructure
vulnerabilities. The risk assessment should
include a complete inventory of critical sys-
tems and assets. It should also involve a gap
analysis between actual and ideal security lev-
els for the identified systems and related assets.

Technology:
7. Deploy automated and manual security tech-

nologies based on asset inventories and appli-
cation criticality, including security levels
derived from the enterprise architecture for IT.

8. Develop a state security portal that integrates
with emerging technologies for emergency
response such as intelligent roads and radio-
frequency infrastructure. The state security por-
tal should have a public access site as well as a
private enterprise site for coordinating emer-
gency response.

Homeland Security:
9. Establish an interstate security information shar-

ing and analysis center (interstate ISAC) funded
at least partially by the federal government. The
interstate ISAC, building on the federal-sector
ISAC model, will assist states in analyzing secu-
rity breaches, repairing affected systems, report-
ing security alerts, providing clearinghouse
services for progressive practices, and interfac-
ing with appropriate federal entities.

10. Develop model state legislation that allows
local, state, and federal entities to confiden-
tially share security incident reports among
themselves and with other ISACs supporting
the nation’s critical-infrastructure owners and
operators.

These recommendations are essential to any suc-
cessful response to increasing incidents of cyber-
security threats and attacks.
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Public-sector chief information officers (CIOs) at all
levels operate on the boundary line between their
governments’ internal organizations and those
external forces that threaten their systems—some of
our nation’s most critical infrastructure. Security is
implemented on this boundary line. At the end of
this report (Appendix II), you will read about Mark’s
story. Mark is a state senior technologist, and his
story is a composite of collective experiences and
scenarios. However, in a larger sense, it is a story
for all public-sector CIOs, a story both prophetic
and sobering. Deep in this story, however, there is
also a message about the satisfaction and enjoy-
ment that comes from meeting difficult challenges.

Security is more than a principle or a right. If
implemented properly, security is a way of life. It
protects basic values that underpin our culture and
liberties. This report is about security of information
technology (IT), our way of life, and the values that
lay deep in the core of our American culture. These
values include rights to personal privacy, assurance
of liberty, mutual and self-protection, and basic
economic and social freedoms central to our
democracy. This report is oriented toward a special
audience of government CIOs in local, state, and
federal jurisdictions. More than anything else, this
report is a call to action, written with a sense of
urgency and dedicated to the victims and families
of the September 11th attacks on America.

Today government is uniquely accessible and fed-
erated. The federation of hundreds of agencies and
their accessibility makes it difficult for governments
to adopt common IT architectures and manage-
ment (audit) standards. In addition, many states do

not have security-confidentiality laws. This inhibits
information sharing about security breaches and
unwelcome intrusions across branches of govern-
ment and jurisdictions. Also, states do not have
security risk assessments on all their critical IT
assets. This thwarts their ability to develop metrics
and report on security performance. Finally, few
states have a security portal to coordinate IT and
emergency-management responses across juris-
dictional boundaries. We simply need a better
approach for assessing risk, managing IT assets,
reporting on security performance, setting architec-
ture, and sharing resources. We also need a gover-
nance structure for IT that clearly defines roles and
accountabilities.

The Scope of the Problem
Today there are 109.5 million Internet hosts on the
World Wide Web. Five years ago there were 6.6
million hosts. Looking back only three years, there
were 2.1 million high-level domain names. Today
there are 29.9 million high-level names. Sixty-two
percent of all U.S. households are now online. In
the U.S. alone, 73.1 percent of all Internet users
visit e-commerce sites.2

Just as the world is becoming more tightly intercon-
nected via the Internet, the world is also accelerat-
ing IT automation with computers. For example,
last year 7.4 million information appliances were
shipped. By 2005, 51.8 million will ship annually.
Even more staggering are the statistics on the ship-
ment of personal computers. In 2000, over 49 mil-
lion personal computers were shipped, and this
will continue to increase dramatically each year for

PUBLIC-SECTOR INFORMATION SECURITY
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the next four years and beyond.3 Parallel to these
developments, a recent study by the National
Governors’ Association (NGA) reveals that this year
states will spend $4 billion on homeland security.4

A significant portion of this expenditure will go
toward cyber-security. The Gartner Group reports
that last year governments at all levels spent 6.4
percent of their revenues on IT. This spending level
was 5.4 percent just a year earlier.5 Clearly govern-
ment has a strong commitment to digital govern-
ment and IT infrastructure.

Digital government has many direct advantages for
citizens and businesses. At the same time there are
profound security risks and vulnerabilities, which
must be managed. Digital government requires
proactive IT governance and a robust infrastructure,
which we know can be compromised by cyber-
attacks, system failures, and natural disasters. If our
electronic infrastructure is compromised at key

points, the operations of government will be shut
down with disastrous consequences. Recent global
intrusions and virus attacks underscore this con-
cern. The Code Red, Goner, and Qaz worms cost
the private sector more than $13 billion in 2001.6

Precise figures are not available for government
specifically, but it is reasonable to assume that the
costs are at least equal to that of private-sector
organizations. It is very common for small- and
medium-sized states to see 4,500 intrusion attempts
per week.

Information Security magazine published the results
of an October 2001 survey of 2,545 security spe-
cialists in both private and public-sector organiza-
tions. The following table shows the percentage of
survey respondents reporting external as well as
internal security breaches. The numbers speak vol-
umes about the security risks to critical assets and
the need for coordinated action.7

PUBLIC-SECTOR INFORMATION SECURITY

Table 1. Reported External and Internal Security Threats
Percentage of respondents experiencing these security breaches.

Category 2000 2001

Outsider/External Breaches % %

Virus/Trojans/Worms 80 89

Attacks on bugs in web servers 24 48

Denial of service 37 39

Buffer overflow attacks 24 32

Exploits related to active program scripting/mobile code 37 28

Attacks related to protocol weaknesses 26 23

Attacks related to insecure passwords 25 21

Insider/Internal Breaches % %

Installation/use of unauthorized software 76 78

Illegal or illicit use of computing resources (i.e., porn surfing, harassment) 63 60

Personal profit from computing resources (e.g., investing, e-commerce) 50 60

Abuse of computer access controls 58 56

Physical theft, sabotage, or intentional destruction of computing equipment 42 49

Installation/use of unauthorized hardware/peripherals 54 47

Electronic theft, sabotage, or wrongful disclosure of data or information 24 22

Fraud 13 9

Source: Reproduced with permission from Information Security.
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Across our nation, thousands of technologists work
tirelessly to discover, repair, and recover from the
hundreds of attacks that penetrate IT infrastructures
every day. We simply need a better approach.

A Holistic Approach
Security involves more than just IT. Holistic security
is about physical security, disaster preparedness,
emergency response, and critical infrastructure pro-
tection. Security requires multi-level cooperation
and coordination of military, law enforcement, and
subject-matter experts. Security touches auditors,
facilities managers, and maintenance workers. 

Security management begins with the adoption of
security policies that have legitimacy within the
enterprise. Security policies come from a process
that builds consensus among many key stakeholders.
This includes elected officials and other policy mak-
ers as well as end users, government employees, and
citizens. Security policies should embody standard
practices that everyone in the organization must fol-
low. These standard practices include an understand-
ing of specific outcomes or goals the enterprise is
committed to achieve. These goals are critical to
security planning and critical to assessments about
how well the organization protects its assets.

Once security policies and standard practices have
been agreed upon, the organization is ready to con-
duct a security risk assessment. The assessment docu-
ments the “as is” and compares the “as is” to the
standard practices embodied in policies. The compar-
ison yields a gap. Gaps are important because they
point to initiatives. These “gap closing” initiatives are
prioritized and become a part of the enterprise’s long-
as well as short-range security plans. After the initia-
tives are implemented, audits should be done to
make sure the gaps are closed and the standard prac-
tices are followed. These audits also help organiza-
tions stay compliant to policies and standard
practices. In addition, security audits and standard
practices are key to creating IT enterprise security
architectures. These architectures include design prin-
ciples for building highly integrated and secure IT
infrastructures and applications. Also, standard prac-
tices, audits, and security “gap” analysis are critical
for establishing IT performance metrics. In fact, the
best way to determine if security gaps have been
closed and stay closed is through the use of metrics. 

Finally, intrusions and vulnerabilities should be
closely monitored via automated and manual secu-
rity technologies. Effective IT security cannot be
managed with “guess-timates” or in an environ-
ment where responsible parties are too afraid to
admit shortcomings. Once standard practices and
metrics are in hand, the public-sector CIO is in a
position to develop a compelling business case that
points from the “as is” to the “to be” state of secu-
rity, which will assure policy makers and stakehold-
ers that security investments will be effective.

Many government systems provide essential services
that touch citizens in a highly direct and personal
way. These essential services are part of the nation’s
critical infrastructure. This makes IT security a key
aspect of our nation’s homeland security. Therefore,
as metric data is gathered, it should be shared con-
fidentially among the states and their federal part-
ners. This will require a forum that fosters open
sharing of case studies and lessons learned. We
must develop a community of public-sector cyber-
emergency responders to work with public safety,
health, and emergency-management professionals.

Again, security done well is a way of life. For each
of us to be secure, we must radically alter the 
way we live and the way we conduct our affairs.
Radical—that is, fundamental—change is difficult
because it challenges our traditional paradigms 
and our assumptions surrounding the way we live
and work. Radical change for the ancient Greeks
required a metanoia—a deep change of heart.
September 11th made apparent the need to change
our way of life, and the events of that day call us 
to a new epistemology—a metanoia that redefines
what we mean by security and personal responsi-
bility. Government leaders must set aside the “fed-
erated” cultures that foster agency autonomy and
“my turf” thinking. We must share information, be
more watchful, and become more disciplined in
how we manage our affairs in community. We must
also change our language about security. Security is
more than “being safe.” It is about justice and self-
worth. It is about our dignity. Security is a way of
life. This report will serve as a high-level guide for
this new way of living.

PUBLIC-SECTOR INFORMATION SECURITY
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MANAGEMENT

Recommendation 1: Implement 
an IT Governance Structure That
Ensures Everyone Is at the Table
Develop an IT governance structure that is 
inclusive of all stakeholders. The structure should
include security governance at the enterprise level
and it should bring to the policy table emergency
response and audit leadership. All branches of state
government and local units of government should
be represented in order to develop policies, set stan-
dards, and establish enterprise-level security plans.

Leavitt’s Diamond
In 1965, Harold Leavitt, the Walter Kenneth
Kilpatrick Professor of Organizational Behavior 
and Psychology (Emeritus) at Stanford University’s
Graduate School of Business, created a simple dia-
mond graphic to depict the four key components 
of any organization.8 Leavitt pointed out that all
organizations are made up of people, structure,
task, and technology.

In 1994, Open Framework, a division of Interna-
tional Computers Limited of England, used Leavitt’s
Diamond to build a representation of how organi-
zations exist within the context of their external
social and technological environments.9 Open
Framework used this model to develop a highly
popular methodology for enterprise IT architecture.

The Open Framework model defines “culture” to
include individual roles and structure. The core val-
ues underpin management processes, which lay at
the heart of organizational culture. CIOs live on the
boundary line between the external and internal
environment of the organization. On this boundary
line, CIOs balance the four components of an orga-
nization against the constant pressures from the
external social, economic, and political forces that

PUBLIC-SECTOR INFORMATION SECURITY

Recommendations

Figure 1. Leavitt’s Diamond
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press on the enterprise. The Open Framework
model also is designed to align management
processes to business strategy and technology. The
alignment occurs through structure and individual
role responsibilities.

IT Governance Models
IT governance is critical to effective security policy
making and implementation. In the U.S., public-
sector IT governance arrangements reflect one of
three distinctive patterns.

Collegial Model
Many states use a CIO arrangement that could be
described as “collegial.” In this arrangement, the
CIO reports directly to his or her governor and
draws positional authority from the policy-making
power of the governor and the cabinet. Collegial
governance looks like a web with the CIO (and the
governor) in the center and lines of influence and
direction radiating outward toward agencies, com-
missions, and communities of interests. Since each
state enterprise is uniquely structured, the lines of

influence vary from state to state. Some lines are
solid while others are dotted.

The collegial web grows over time, and the relation-
ships—along with organizational affinities—change
constantly. The CIO manages the context of IT
through long-range planning, funding incentives,
policies, and relationships. The CIO’s staff is gener-
ally small but politically significant to the federa-
tion. Whenever there is a new governor or internal
realignments (and conflicts) occur, the CIO, who
relies on warm, professional relationships and recip-
rocal alliances throughout the enterprise, is at peril.

Rules-Based Arrangement
Almost as many states use a rules-based gover-
nance arrangement. These states have mature orga-
nizational linkages and laws, which come from
active legislative oversight. Rules-based structures
generally have an executive council, which per-
forms primary oversight through approval reviews,
policy making, standards setting, and planning. The
CIO staff is larger than those found in collegial
organizations. The rules-based CIO staff develops

PUBLIC-SECTOR INFORMATION SECURITY

Figure 3. An Example of the Collegial Governance Arrangement
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enterprise reporting procedures, scorecards, and
exception reports. The structure has a graduated, or
hierarchical, structure. Rules-based structures are
top down and rely on committees to achieve signif-
icant initiatives.

Often, rules-based structures do not cover all
branches of government. Educational institutions,
courts, and legislative oversight are more loosely
coupled to the executive branch. In addition, con-
cerns about separation of powers constrain the gov-
ernance model because of the model’s reliance on
rules and exception reporting.

Roles-Based Arrangement
A growing number of states are moving toward a
roles-based arrangement. This model follows the
traditional hierarchy of an organizational structure.

The policy role is high level and enterprise-wide 
in its focus. All branches of government are under
the same enterprise policies while the individual
branches of government retain their policy-making

authority for the organizations and agencies under
their jurisdiction. In order to strike a balance
between the branches and the enterprise, the IT-
governance statute must clearly specify the enter-
prise policy-making authority.

The roles-based model usually has a central execu-
tive council with broad-based representation. The
representation includes all branches, educational
leadership, local units, and private sector. The chief
information technology architect for the state sup-
ports the council. The council is responsible for
policies, long-range plans, project-management
standards, and enterprise architecture. Enterprise
security is also under the council’s watchful eye.
The governance model is modular in its design.

The state chief information technology architect,
working with state agencies, prepares architectures,
long-range plans, policies, and project manage-
ment standards. The executive, legislative, and judi-
cial branch CIOs manage and implement these
enterprise plans, policies, and project management
standards. The branch CIOs also approve projects,
establish directions and plans influence funding,
and implement architectures (for their branches of
government). The branch CIOs are voting members
of the enterprise executive council, and the execu-
tive-branch CIO sits in the governor’s cabinet or
occupies a similar cabinet-level position reporting
to the governor. The support organizations depicted
in Figure 5 work at the enterprise level as well as at
the governmental-branch level.

PUBLIC-SECTOR INFORMATION SECURITY
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Security in a roles-based IT governance model is
often handled through a subcommittee of the exec-
utive council for oversight. This subcommittee has
policy authority over a security council represent-
ing all branches of government. The chief security
officer reports to this council and draws staffing
resources from the state agency-level IT directors.
NASCIO’s Enterprise Architecture Working Group
has done some excellent research into roles-based
governance, which is contained in its “Enterprise
Architecture Development Kit, Version 1.0.” The
toolkit is available for free download at NASCIO’s
website at www.nascio.org/hotissues/ea.

The three governance models are rarely as pure as
described here. Local, state, and federal governments
use variants of each of the models. For this reason, a
roles-based model may also use collegial- and rules-
based substructures to achieve enterprise goals.

Despite the need for hybridized arrangements,
local, state, and federal governments should create
an IT governance model that allows the enterprise
to set policies, standards, and practices for protect-
ing critical infrastructures. At the state level, the IT
governance model should include all the branches
of government and clearly identify a security
authority and an oversight body to monitor perfor-
mance against policies and directions. All branches

of government should subscribe to an enterprise
architecture and shared infrastructure, project man-
agement standards, IT metrics, and audit standards
for external and internal review of controls.

Finally, IT security must be integrated with emer-
gency response at the state and local levels. State
governments are uniquely postured to lead the inte-
gration because they are positioned between local
units and the federal government. Also, the states’
posture is enhanced with an IT infrastructure that

PUBLIC-SECTOR INFORMATION SECURITY

Figure 5. An Example of a Roles-Based IT Governance Arrangement
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touches cities, townships, counties, and other juris-
dictions where people live and work. For this rea-
son, state governments should realign their IT
governance structure to fully involve local and 
federal government entities.

Recommendation 2: Implement
Enterprise Planning for Outcomes
to Measure Enterprise Success
Implement enterprise planning for outcomes,
including measures for success and best practices
for setting and performing tasks, and commit to
sharing resources for the good of the whole.

People Are Key
Security relies on people, their expertise and their
cooperation. In large government organizations
there are many IT technologists as well as subject-
matter experts who are IT literate and active in
building systems. At any given period there can be
25 to 50 major IT systems under development. 
This is especially true for governments that are
highly active in digital government initiatives.10

Coordinating such a large and diverse labor force is
very challenging for CIOs. Shared IT infrastructure
and large application portfolios further complicate
the challenge. In order to meet this challenge, CIOs
seek to develop a coherent set of design principles,
standard practices, and technology choices that are
well grounded in the disciplines of information
management. Moreover, a core team of at least
four key players needs to be involved.

The CIO’s job is more technical and managerial,
while the CTO (chief technology officer) focuses
more on the business case for IT. The central-infra-
structure provider is technical and focused on
shared resources, and the architect is focused on
technical standards. Large government bodies have
separate specialists for each of the four roles, while
medium-sized organizations tend to combine roles.
For example, medium-sized government organiza-
tions (i.e., 25,000 to 40,000 employees) might
combine the CIO and CTO roles. Smaller jurisdic-
tions could also benefit from combining the IT cen-
tral infrastructure provider role with this position.
As a general rule, it is best to keep the technology
architect separate from the CIO role. This separa-
tion provides a check and balance. Here the archi-
tect plans and sets enterprise standards, while the
CIO implements and manages to the architectures
and standards. The two roles frequently overlap in
the planning functions.

Enterprise Security Planning
Security Planning requires a clear understanding of
enterprise plans and architecture and an under-
standing of IT technology and trends. The plans and
architecture are based on guiding design principles,
attributes, and standard practices and technologies
that comprise the shared enterprise IT infrastruc-
ture. The guiding design principles must penetrate
the organization in forming a “common will.” The
design principles form evaluation criteria and can
be used as an enterprise “scorecard” against which
to measure successes and set initiatives. Clearly the
workforce must be properly trained in these guid-
ing design principles, standard practices, and the
technologies that comprise the shared enterprise IT
infrastructure. Communication and Coordination
are key aspects of Enterprise Security Planning.

Strategic long-range plans set priorities for the
enterprise. When determining enterprise priorities,
it is essential to include stakeholders. Leveraging
expertise of many participants to understand unique
requirements and constraints can result in “win-win”
shared IT infrastructure choices. Figure 8 depicts the
Planning Cycle showing the relationship between
enterprise long-range planning, short-range plan-
ning, projects, enterprise budgets, and shared
enterprise architecture and infrastructure. Security
planning is part of this overall planning cycle. 

PUBLIC-SECTOR INFORMATION SECURITY
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The planning model above moves from strategy in
long-range and short-range plans to tactics in indi-
vidual project plans and enterprise budgeting.
Enterprise Architecture drives and supports forma-
tion of an enterprise infrastructure. Project manage-
ment, and metrics are crucial to measuring success
of individual projects for both conformance to the
enterprise architecture and infrastructure as well 
as contributing to the evolution of the enterprise
architecture and shared infrastructure. Security is
addressed as a sub-architecture and in the metrics
used to measure progress. The security gaps identi-
fied in this process are addressed in project plans
and budget considerations.

Recommendation 3:
Adopt IT Control Objectives
Adopt IT control objectives to manage, implement,
and maintain IT systems.

COBIT® 11

Developed by the IT Governance Institute and the
Information Systems Audit and Control Association
and Foundation (ISACA/ISACF), COBIT—Control
Objectives for Information and Related Technolo-
gies—provides a framework designed to assess how
well internal controls support the business process-
es and requirements of the enterprise. The objec-
tives cover information technology effectiveness,
compliance, integrity, and efficiency. The standards
also address key planning and organizing practices,
acquisition and implementation of IT resources,
delivery and support, and monitoring performance

against standards. The COBIT “Executive Summary”
consists of an Executive Overview that provides a
thorough awareness and understanding of COBIT’s
key concepts and principles for management
awareness.

At the heart of the COBIT framework are assessment
instruments for evaluating application systems,
technologies, facilities, data, and people. The COBIT
framework, which explains how IT processes
deliver the information that the business needs to
achieve its objectives, divides IT into 34 high-level
control objectives, one for each of 34 IT processes,
contained in four domains as follows:

• Planning and Organization—covers strategy
and tactics, and concerns the identification of
the ways IT can best contribute to the achieve-
ment of the business objectives.

• Acquiring and Implementing—deals with iden-
tifying IT solutions as well as implementing
and integrating them into the business process.
Life-cycle issues such as changes and mainte-
nance of existing systems are also covered by
this domain.

• Delivery and Support—addresses the delivery
of required services, ranging from traditional
operations over security and continuity aspects
to training. This domain also includes the actual
processing of data by application systems.

• Monitoring—guides management’s oversight of
the organization’s control process and indepen-
dent assurance provided by internal and exter-
nal audits, as IT processes must be regularly
assessed for their quality and compliance with
control requirements.

The framework also takes into account fiduciary,
quality, and security needs for the enterprise and
provides for seven information criteria (i.e., effec-
tiveness, efficiency, availability, integrity, confiden-
tiality, compliance, and reliability) that can be used
to generically define what the business requires
from IT as well as which IT resources (i.e., people,
applications, technology, facilities, and data) are
impacted. In addition, 318 detailed control objec-
tives have been established for IT management and
practices.12 Also, CobiT contains audit guidelines
that provide suggested audit steps corresponding to
each of the 34 high-level control objectives.
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As shown in Figure 9, the Management Guides are
composed of the following:

• Maturity Models—to help determine the stages
and expectation levels of control and compare
them against industry norms.

• Critical Success Factors—to identify the most
important actions for achieving control over
the IT processes.

• Key Goal Indicators—to define target levels of
performance.

• Key Performance Indicators—to measure
whether an IT control process is meeting its
objective.

These Management Guidelines help answer the
questions of immediate concern to all those who
have a stake in enterprise success.

COBIT was founded in the belief that successful
enterprises, such as states, must manage the effec-
tive union between business processes and infor-
mation systems.13 The model depicts central
functions as a driver of enterprise activities. The
controls help ensure that business objectives are
met through vigilance to best practices and effec-
tive as well as efficient use of resources. COBIT
emphasizes security and helps the organization
better control the task dimension of Leavitt’s
Diamond.

FISCAM
Some states use the “Federal Information Systems
Control Audit Manual: Volume I Financial
Statement Audits” (FISCAM) developed by the U.S.
General Accounting Office (GAO). The body of
standards presented in the manual “…provides
auditors guidance in evaluating internal controls
over the confidentiality, integrity, and availability of
data maintained in computer-based information
systems,”14 (FISCAM cites COBIT as a key reference
in each of its sections addressing evaluating and
testing of these controls.) It takes an enterprise per-
spective and can be used to integrate IT architec-
ture, governance, and planning activities across all
branches of state government. It also ties in nicely
with a number of key federal directives and initia-
tives to include:

• Presidential Decision Directive 63: “Protecting
America’s Critical Infrastructures” at
www.fas.org/irp/offdocs/pdd-63.htm

• Presidential Decision Directive 67: “Enduring
Constitutional Government and Continuity of
Government” at www.fas.org/irp/offdocs/
pdd/pdd-67.htm

• NIST Special Bulletin 800-14: “Generally
Accepted Principles and Practices for Security
of Information Technology Systems”at
http://csrc.nist.gov/publications/nistpubs/ 
(See “SP 800-14.”)
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• NIST Special Bulletin 800-18: “Guide for
Developing Security Plans for Information
Technology Systems” http://csrc.nist.gov/
publications/nistpubs/ (See “SP 800-18.”) 

• NIST Special Bulletin 800-26: “Security Self-
Assessment Guide for Information Technology
Systems” http://csrc.nist.gov/publications/
nistpubs/ (See “SP 800-26.”) 

• NIST Special Bulletin 800-34: “Contingency
Planning Guide for Information Technology
Systems” http://csrc.nist.gov/publications/
nistpubs/ (See “SP 800-34.”)

The GAO and the National State Auditors Association
(NSAA) have jointly published a companion manual,
the Management Planning Guide for Information
Systems Security Auditing (www.gao.gov/ 
special.pubs/mgmtpln.pdf) to help organizations
implement FISCAM reviews. (See GAO’s “Special
Publications: Computer and Information Technology”
web page at www.gao.gov/special.pubs/cit.html for
more information, including “Federal Information
System Controls Audit Manual: Volume I Financial
Statement Audits,” “Information Security Risk
Assessment: Practices of Leading Organizations,”
and “Information Technology: An Audit Guide for
Assessing Acquisition Risk.”)

Many public- and private-sector organizations pro-
vide assurance services, including security reviews,
control assessments, and policy guidance. These
organizations include the Centers for Medicaid 
and Medicare Services (CMS) (http://cms.hhs.gov)
and the American Institute of Certified Public
Accountants’ (AICPA) SysTrust (www.aicpa.org/
assurance/systrust/princip.htm), just to name a few.

Recommendation 4:
Develop Security Metrics
Develop security metrics that accurately measure
unwanted intrusions, security breaches, penetra-
tions, and vulnerabilities. The reporting should be
shared at a summary level with the executive, leg-
islative, and judicial branches of state government
as well as with other governmental organizations.
The reports should be confidential to government
communities.

In order for security to permeate the plans and cul-
ture of an organization, the CIO needs to develop a
set of reporting metrics that clearly show whether
security requirements are being satisfied. The met-
rics flow from several important sources.

Audit Findings
Internal and external auditors evaluate general and
application controls in order to determine the level
of test work required to confirm the accuracy and
reliability of financial statements. Audits identify
weaknesses in management practices and in secu-
rity. Auditors, who evaluate specific controls related
to IT systems and security, are a rich source of
information for CIOs, IT infrastructure providers,
chief security officers, and chief technology offi-
cers, as well as technology architects.

Intrusion Attempts and Penetrations
IT security officers are very interested in the count
of intrusions that appear in scanning reports, as
well as penetration counts, the level of penetra-
tions, and the nature of the penetrations. Finally,
security officers are highly sensitive to the count of
attacks that come from internal as well as external
sources. This information should be gathered at the
department level of the organization and reported
at the enterprise level through the CIO and into the
IT governance structure.

Virus Alerts and Recovery
A constant readiness center, intrusion response
team, or an equivalent must know when viruses
infiltrate the organization, how the viruses negoti-
ated their way through security, and the resources
used—measured in elapsed time and cost—to
recover from the viruses. Distributed denial of ser-
vice (dDoS) attacks, viruses, worms, hacks, sloppy
users, breaches of physical security, and software
failures are part of the normal conduct of business.
The important point here is that CIOs know when
these events are increasing beyond a baseline.
Also, it is very important that the CIO knows what
caused the spike. Basic systems should have 99.9
percent (“three nines”) availability. However, mis-
sion-critical systems require an availability baseline
as high as 99.999 percent (“five nines”). This higher
level is required in mission-critical criminal justice,

PUBLIC-SECTOR INFORMATION SECURITY



17

payment, and payroll applications, to mention only
a few. When availability drops below these levels,
the CIO must be informed.

National Alerts
National alerts are important sources of information
for CIOs and chief security officers. There are many
national organizations that report alerts and pro-
vide subscriber services to customers who need
technical help to protect core systems or processes.
NASCIO’s Security and Reliability Team assembled
the following descriptions of some of the many IT
security resources that operate on a national and
international scale and are available to all public-
sector CIOs and security chiefs.

• CERT/CC
The Software Engineering Institute (SEI) at
Carnegie-Mellon University established the
CERT/CC in 1988. SEI is a federally funded
research and development center with a broad
charter to improve the practice of software
engineering. It is also an excellent source for
incident statistics. (www.cert.org/nav/index.html)

• National Infrastructure Protection 
Center (NIPC)
An operational entity of the FBI, NIPC serves as
a national critical infrastructure threat assess-
ment, warning, vulnerability, and law-enforce-
ment investigation and response entity. It is an
excellent source for critical alerts emanating
from the federal government. (www.nipc.gov)

• Critical Infrastructure Assurance 
Office (CIAO)
An agency of the U.S. Department of Commerce,
CIAO was created in response to Presidential
Decision Directive 63 (PDD-63) in May 1998.
CIAO assists states and local units of govern-
ment on critical infrastructure protection 
strategies. Their services are also available to
industry sectors. (www.ciao.gov)

• Partnership for Critical Information 
Security (PCIS)
Also originating from PDD-63, PCIS is a non-
profit entity providing public-private collabora-
tion. It operates out of the U.S. Chamber of
Commerce. (CIAO leads federal government
participation in PCIS activities.) It coordinates

outreach to the eight national critical infra-
structure sectors, which include information
and communications, electric energy, gas/oil
production and storage, banking and finance,
transportation, water supply, emergency ser-
vices, and government services. PCIS also
addresses sector interdependencies, vulnerabil-
ities, information sharing, and public aware-
ness. (www.pcis.org)

• System Administration, Networking 
and Security Institute (SANS)
Founded in 1989, SANS is a cooperative
research and education organization of system
administrators, security professionals, and net-
work administrators. The institute is a unique
partnership of government agencies, private
corporations, and universities from around the
world. It is also an excellent source for vulner-
ability reports and global trends in cyber-
threats. (www.sans.org/newlook/home.php)

• National State Geographic Information
Council (NSGIC)
Members of NSGIC include senior geographic
information system (GIS) managers represent-
ing state government, federal agencies, local
government, the private sector, and education.
The association provides research, best prac-
tices information, and technical training,
including uses of GIS for homeland security.
(www.nsgic.org)

Intra-State Security Information Sharing and
Analysis Centers
Many state, federal, and local units of government
rely on the organizations profiled above. However,
the resources of these organizations alone are not
targeted enough to effectively handle the growing
incidents of intrusions, viruses, and hacks seen by a
particular enterprise. As a result, a number of states
have developed internal security information sharing
and analysis centers or ISACs, to help their security
officers analyze and parse intrusions. These intra-state
ISACs are frequently linked to a constant readiness
center, which is the coordinating center for state
government enterprise response and recovery.

Some intra-state ISACs consist of inter-agency list-
servs that allow a state’s security chief to push
alerts to the agency IT directors. They also allow
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the list membership to collectively analyze inci-
dents and suggest responses. As they mature, intra-
state ISACs will be staffed with specialists who
have expertise in hardware, software, networks,
and physical security. The ISACs will also have
emergency response specialists trained in emer-
gency management disciplines and well versed in
techniques for IT disaster preparedness and recov-
ery. ISAC specialists will work side by side with
certified IT disaster recovery experts. In addition,
the ISAC’s staff should be trained in audit standards
such as those in the IT Governance Institute’s COBIT
(Control Objectives for Information and Related
Technologies) or the U.S. General Accounting
Office’s Federal Information System Controls Audit
Manual (FISCAM), depending on that state’s audit
approach. Also, they should be familiar with gener-
ally accepted security standards such as ISO/IEC
17799 (“Code of practice for information security
management”).

Recommendation 5: Develop
Enterprise-IT Security Architectures
and Establish a Shared/Common
Security Technology Infrastructure
Develop state enterprise-IT architectures using
accepted architecture-setting methodologies.
Define the security domain of the architecture
based on guiding design principles and standard
practices. Establish an enterprise shared infrastruc-
ture by defining a common set of technologies 
and approaches that can be leveraged across the
enterprise.

Stephen Covey says that effectiveness begins with
the “end in mind.”15 The “ends” for organizations
are commonly referred to as “goals.” Five key qual-
ities should be considered when decisions are
made about system goals and their effectiveness.
The system must have:

• Potential for change

• High availability

• High usability

• Adequate performance

• Reliable security (i.e., trustworthiness)

Each of these five qualities must be in balance. For
example, security affects system availability, and 
it can also degrade performance and usability. It 
is a tradeoff. As systems become more difficult to
access, the usability of the system will decrease.
Security also adds overhead to the system, which 
in turn adversely affects performance. The tradeoffs
require an understanding of risks, user/stakeholder
needs, current costs, staff skills, and the business
demands for each system. These business demands,
which can be categorized by attribute, are key.
They drive total cost of ownership and determine
staffing skills required to balance the tradeoffs.
Table 2 presents key factors related to each
attribute.

These attributes flow through the business, applica-
tion, information, and technical architectures. They
permeate the sub-architectures that describe infor-
mation technology from different perspectives—
from the point of view of the application developer,
end user, service provider, and IT manager. Many
specialists are involved and their perspectives are
critical to system integrity, reliability, and, ulti-
mately, performance. Again, security, a key archi-
tectural component, is about people and how well
they are able to blend perspectives and talents.

Recommendation 6: Develop a
Business Case for Security
Develop a business case for security. The business
case should be based on a full risk assessment of
critical-infrastructure vulnerabilities. The risk assess-
ment should include a complete inventory of criti-
cal systems and assets. The assessment also should
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involve a gap analysis between actual and ideal
security levels for the identified systems and assets.

It is natural to ask: “How do I begin building a
secure environment?” As mentioned earlier, Covey
reminds us “to begin with the ends in mind.”16

The ends he refers to are the targets we want to 
hit. Risk assessment helps us define the targets for 
a secure environment. Risk assessment also helps
us know where we stand today. The following rec-
ommendations outline a simple approach that can
be used to perform risk assessments. The approach
has a start-up phase and five follow-on steps.

Step 1. Determine Actual “As Is” Risk
There are many risk-assessment methodologies.
However, the best methodologies share a core
logic that starts with an inventory, determines criti-
cality, and analyzes the number of people affected
if a given asset is lost. These three processes are
used to create an Impact-Risk Index. Next, the
analysis examines the time required to recover if
the asset is lost. This information is also indexed
and multiplied by an estimate of the probability of
losing an asset. This is called the Recovery-Loss
Index. An actual risk assessment index is then cal-
culated by multiplying the Impact-Risk Index by
the Recovery-Loss Index. The result is an Actual
Risk Index expressed as a percentage.

Impact-Risk Index  x  Recovery-Loss Index  =
Actual Risk Index

Step 2. Determine the Target or “To Be” Risk
Index
The security council and asset owners should
meet and, using the most reliable data available,
develop a target risk index acceptable to the
enterprise. The target risk index is expressed as a
percentage. Some assets with low criticality might
have a high target-index number, such as 10 per-
cent, while highly critical assets might have a low
target-index number, such as 1 percent. The target
index represents the amount of risk an organiza-
tion is willing to accept against various types of
cyber-threats. When the index is high, more risk is
accepted; a low index number means only mini-
mal risk is acceptable.

Step 3. Determine and Close the “Gap”
Risk assessment methodologies also include gap
analysis. The analysis compares the acceptable risk
(“to be”) with the actual risk level (“as is”). The 
difference is called the “gap.” It is oftentimes
expressed as a positive or negative percentage.
Negative gaps indicate the enterprise is at risk,
while positive gaps mean security for an asset
meets or exceeds expectations.

Acceptable Risk Index  -  Actual Risk Index  =
Risk “Gap”

In addition, popular methodologies include a
process for closing the gap. This process uses the
enterprise architecture to select security sub-assembly

Table 2. Business Demands Attributes

Availability Usability Performance Security

Reliable components

Error detection

Fault tolerance

Repair

Preventive 
maintenance

Distribution, 
installation, and
activation

User testing and 
evaluation

Requirements capture
and analysis

Ergonomics

Consistent user 
interface

Support services, 
training, and
documentation

System predictability

Comparability and
benchmarks

Manageability, control,
and monitoring

Confidentiality

Integrity

Availability to 
authorized users

Accountability

Non-repudiation
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architectures that best fit the criticality and recov-
ery time for the asset or system. The goal is to
select a security architecture that produces a posi-
tive “gap” score.

Step 4. Build the Business Case
The fourth step in risk assessment involves building
the business case for security. The security council
and asset owners should estimate the cost for the
security architecture selected to reduce the gap.
This cost is compared to economic and qualitative
losses if the security architecture is not imple-
mented. This represents a cost-avoidance benefit
and is central to determining the feasibility for
implementing security initiatives. This benefit is
called an exposure to loss reduction.

Step 5. Implement, Reassess, and Report
Results
The last step is often not done, yet it is the most
important. Security is organic in the sense that
security must adapt to changing conditions caused

by technology advances as well as changing threats
upon the enterprise. For example, the events of
September 11, 2001, dramatically changed the
exposures to loss and the probabilities that affect
security indices. Such events also drive innovations
in architecture. For these reasons, the security
council needs to evaluate the implementation of
new security initiatives on at least a quarterly
schedule. These evaluations involve refreshing the
risk assessment and reporting the results to asset
owners and to the IT governance authority. Finally,
CIOs should make sure all security initiatives com-
ply with change management disciplines and that
the inventory of assets is updated to reflect security
architectures and current risk assessments.

The inventory is more than a listing of assets and
systems. The inventory should include an estimate
of the number of people affected by the systems
along with the risk assessment for “as is” and “to
be” risks. Also, the inventory should properly report
the “gap” index for each asset or system.
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TECHNOLOGY

Recommendation 7:
Deploy Security Technologies
Define security controls and deploy automated and
manual security technologies based on asset inven-
tories and application criticality, including security
levels derived from the enterprise architecture for IT.

The following recommendation covers methods
organizations use to select appropriate security tech-
nologies. In the following example, IT security archi-
tectures are grouped into three levels. The choice of
a security level to protect an asset depends on the
asset’s importance, vulnerability, and value. There
must be a current and accurate inventory of IT assets
to drive the security-level selection process.

Level 1—Basic
This lowest level contains the minimum architec-
ture for security. Basic security includes control
over physical access to data centers and enterprise
networks. Documented entry systems such as key-
card entry and log reports are required for physical
access to the data center and other secure areas.
Also, passwords are required for electronic access
to IT systems. Passwords should be at least nine
characters with capital and lowercase letters, num-
bers, and symbols. Software should be able to deny
password changes that repeat or are closely related
to historic passwords used by individuals. Password
changes should be forced every two to four weeks.
Finally, network scans and virus protection disci-
plines are critical to basic security practices.

Basic security also requires a complete understand-
ing of LAN segments. The understanding includes
server placement as well as application assign-
ments on the LAN segments. In addition, firewalls
and basic encryption using a Secure Sockets Layer
(SSL) are required. Applications should also have
password protection and forced-change procedures
as mentioned above. Finally, the applications
should have a full array of edits, exception report-
ing, check digits, and balance confirmations like
batch-control totals and transaction controls.
Confirmation of application controls is the inde-
pendent responsibility of functional users who own
the application. Here separation of duties is very
important.

Basic security also requires frequent reviews of
system logs, strong controls over administrator
rights, and a robust procedure to manage system-
level patches, fixes, and emergency upgrades.
Technical support owns the system-level software
and the security process to properly control deep
system-level changes, such as those to operating
systems or utilities.

In order for general and application controls to
exist, three criteria must be satisfied. First, control
must first be established. Second, it must operate.
And, third, the operation must be supervised
through independent confirmation by management.
If any of these three requirements is missing, con-
trol—by definition—does not exist. Finally, basic
security requires control over system-level changes
and application changes. These changes must be
subject to version control, documentation, and
recovery disciplines. Change management is funda-
mental to security.

Level 2—Medium
The medium level of security requires an architec-
ture that emphasizes complete authentication of
those who access IT systems. The authentication can
include public key infrastructure (PKI), biometrics,
cryptographic-card technology, or variants thereof
that confirm that a given user is, in fact, the person
whom he or she claims to be. Also, callback tech-
nologies are frequently used to confirm that certain
devices are authorized to access certain networks.

For mission-critical applications, managers are
responsible for passwords that are used to perform
emergency fixes. These passwords are kept in
sealed envelopes under lock and key. They can be
used only once. All passwords are encrypted using
at least 256-bit encryption algorithms. Finally, users
are barred from a system after two failed attempts
to properly enter the correct password and/or user
identity. All exceptions are logged and indepen-
dently reviewed by system administrators as well 
as system owners.

Cryptographic-card technologies allow users to
have unique passwords for each session. This tech-
nology is frequently used in law enforcement appli-
cations. The password exists only for enough time
to allow log-on. Also, the passwords are fully
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encrypted and security administrators closely 
monitor the use of the cards. More sophisticated
network scans, transaction sheathing (such as tun-
neling technologies), and request-callback tech-
niques are also used to secure systems that require
medium-level security. Finally, critical data that
passes through networks at this level should be
fully encrypted.

Level 3—High
This highest security level moves from defense to
offense. The network should know who is seeking
access to a given system and sound the alarm
when unauthorized access is attempted or gained.
Knowledge of the user is ascertained by full
authentication, confirmation based on application
security profiles, and full authorization.

The highest level of security also includes active
system scanning, random “white hat” hack attempts
by security officers and auditors, and masking of
infrastructure through the use of “honey pots” that
entice hackers to false targets where they can be
monitored and “tar pits” that bog down the spread
of viruses and worms within a system. Security
technologists use tar-pit logs to reverse-engineer
attacks and to trace the identity and source of intru-
sions. Finally, security officers notify organizational
partners when that partner’s infrastructure has been
compromised, thus exposing the state’s systems.
Security officers work closely with law enforcement
and, with help from the legal staff, are empowered
to press legal charges against those who attempt to
compromise systems.

Organizations must have policies for monitoring
unauthorized installation of software by employees
in violation of security protocols and license agree-
ments. System administrators should frequently
examine the software operating on PCs and servers
to confirm that the software is appropriate and that
software versions conform to organizational stan-
dards. Also, security officers and local campus
administrators must have current procedures for
responding to virus attacks. The procedures should
give the officers and administrators the authority to
disconnect devices that threaten the stability of
LANs, metropolitan area networks (MANs), and
wide area networks (WANs). Security is not for the
fainthearted; it is hard work and it has costs. As

mentioned earlier, regardless of level, effective 
controls exist when three criteria are satisfied. First,
control must be established. Second, it must oper-
ate, and, third, the operation must be supervised
through independent confirmation by management.
If any of these three requirements are missing, 
control—by definition—does not exist.

Recommendation 8:
Develop A State Security Portal
Develop a state security portal that integrates with
emerging technologies for emergency responders
such as intelligent roads and radio-frequency infra-
structure. The state security portal should have a
public access site as well as a private, enterprise
site for coordinating emergency response.

Earlier we discussed the key people involved in set-
ting enterprise standards. Remember the core team
graphic.

These four positions form the core team for setting
enterprise design principles, standard practices,
and technology choices for the shared enterprise
infrastructure. However, the core team requires
help to develop security sub-architectures. For this
reason, the core team needs to add emergency
response team specialists. These specialists include
the chief security officer and the director of the
constant readiness center.
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Also the core team should include a security design
team to assist those who manage the constant readi-
ness centers and ISACs. This computer emergency/
incident response team (CERT or CIRT) should
include the state CIO, director of the readiness cen-
ter/ISAC, chief security officer, and the director(s) 
of the shared data center and network infrastruc-
tures. The CIO is the linchpin for core, design, and
response teams.

In addition to managing emergency response, the
CERT is responsible for managing a security portal
used by the enterprise, citizens, and businesses that
rely on state services. The portal has a secure as
well as public access site. The portal should be
designed to help emergency management notify
and assist citizens in time of crisis. It should also
help coordinate the enterprise’s response to disas-
ters and major security breaches. The portal site
relies heavily on geographic information system
(GIS) technologies. GIS is a key technology for 
integrating security response and applications that
support these responses.

The portal provides controlled private access to
applications that include 511-truck routing, ambu-
lance responses, 911 services, criminal-justice
information-system alerts, and Federal Emergency
Management Agency (FEMA) response. The public
security portal also includes placeholders to report
critical infrastructure alerts such as water contami-
nation sites, power failure locations, road closings,

fires, and telecom outage areas. The site also shows
civil defense facilities, schools, hospitals, and related
support service locations critical at the time to
emergency response. The secure site is designed to
push critical-infrastructure information, including
maps locating assets valuable to law enforcement
and emergency management personnel. The portal
should also be designed to coordinate FEMA
response teams, the National Guard, and IT 
specialists.

In its most sophisticated form, the security portal is
more than a website. The portal should be tied to
intelligent highway systems to include electronic
signs and disparate emergency radio broadcast fre-
quencies. Citizens should be able to view critical-
infrastructure messaging from roadside electronic
billboards and hear these messages on home and
car radios. True integration is more than a web
page and requires leveraging common enterprise
infrastructure to full benefit. 

HOMELAND SECURITY

Recommendation 9: Establish an
Interstate ISAC
Establish an interstate security information sharing
and analysis center (interstate ISAC) funded at least
partially by the federal government. The interstate
ISAC, building on the federal-sector ISAC model,
will assist states in analyzing security breaches,
repairing affected systems, reporting security alerts,
providing clearinghouse services for progressive
practices, and interfacing with appropriate federal
entities.

Many states will not have the resources to staff and
fund their own intrastate ISAC. States realize that
the cost of these services is high and the level of
talent required to unravel hacks is difficult to find.
It takes highly specialized skills to handle a hack in
deep infrastructure. An interstate security informa-
tion sharing and analysis center (interstate ISAC),
built on the federal-sector ISAC model, could pro-
vide these skills and aggregate state incident data
to support national strategic cyber-security plan-
ning. NASCIO should continue its effort to answer
the recent call by Howard Schmidt, vice chairman
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of the President’s Critical Infrastructure Protection
Board, to coordinate the creation of an interstate
ISAC to supplement individual states’ efforts.17

Also, the interstate ISAC could help states coordi-
nate their responses to cyber-attacks and serve as 
a liaison to law enforcement and national defense
entities. Coordination also includes dissemination
of best practices for meeting audit exceptions and
for implementing security standards promulgated
by oversight bodies, internal auditors, and federal
agencies that have issued mandates such as the
Health Information Portability and Accessibility Act
(HIPAA) security rules. As with intrastate ISACs, an
interstate ISAC must have staff trained in generally
accepted audit and security standards. These stan-
dards cover basic disciplines for how states manage
IT resources. The standards also establish a context
for setting security architectures and initiatives.

The interstate ISAC will:

• Assist states and local units in their efforts to
thwart unwanted penetrations

• Identify sources of attacks

• Help in repairing affected systems

• Scan for unwanted intrusions

• Develop strategies and tactics for being more
offensive in protecting systems and critical
infrastructure, including IT strategies for identi-
fying and prosecuting perpetrators

• Advise on security architecture

• Serve as a clearinghouse of high-level information
and statistics about security risks and violations

• Provide early warning and notice

• Partner with laboratories and corporations for
testing new technologies such as honey pots
and tar pits for deployment in the states

Recommendation 10: Develop
Model State Legislation for
Information Sharing
Develop model state legislation that allows local,
state, and federal entities to confidentially share
security incident reports among themselves and
with other ISACs supporting the nation’s critical-
infrastructure owners and operators.

In order to coordinate response, understand critical
infrastructure, develop national strategies, and dis-
seminate best practices in cyber-security, govern-
ments must share sensitive security information
among themselves. However, this information can
be a powerful weapon in the wrong hands. For this
reason, sharing will not occur unless there is an
assurance of confidentiality against state open
records/sunshine laws and the federal Freedom of
Information Act (FOIA). Interstate sharing has been
limited because states fear that their security activi-
ties could become a part of another state’s open
records when information is shared across state
boundary lines or with local or federal units of gov-
ernment. Also, it is difficult for CIOs to coordinate
the sharing of security information that is highly
sensitive to an agency, board, or commission.
Nonetheless, coordination and sharing information
is crucial to protecting critical infrastructure.
Legislation is required at the state and national lev-
els to provide the necessary assurances that inter-
governmental security reports will be held in
confidence. Security, privacy, and open records
must be in balance. Finally, the legislation should
prohibit private-sector firms from disclosing sensi-
tive security information acquired in the normal
course of business with governments.
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Security is a tough business. It is intellectually 
challenging and emotionally draining. It is simply
wrong to place the burden of security solely on 
the shoulders of security officers, technologists, and
IT executives. Security is a shared responsibility
across the entire enterprise, to include subject-
matter experts, functional users, and oversight pro-
fessionals. Secure organizations are built on a cul-
ture that is open, resource sharing, and focused.
Secure organizations do not happen by accident.

For security to be effective, governments should
teach all their employees control standards and
build the standard practices into their planning and
measuring processes. They should provide clear
feedback through audit reports and metrics to con-
firm that security is properly practiced. Good secu-
rity comes from a highly trained and motivated
workforce. In his theories about motivation, Vic
Vroom, John G. Searle Professor of Organization
and Management at Yale University, created a sim-
ple model about what drives individual and corpo-
rate behavior. He said people must know what is
expected. They also need to know how to meet the
expectations. Armed with this knowledge, employ-
ees need to understand rewards and actually value
the rewards. Finally, this knowledge must come
from direct and fair feedback. Vroom said that if
any of those key ingredients are missing, then moti-
vation to act breaks down.18 Vroom’s theories are as
valid today as ever.

Our children want a world that is more advanced
and, at the same time, more “user friendly” than
the one we have today. They want an online world

that is less bureaucratic and more “life-event” dri-
ven. In this world, online government information
and services are organized around significant
events such as getting married, obtaining a driver’s
license, opening a business, coping with the loss 
of a loved one, or responding to a public emer-
gency. They want a world that is “one stop” with
“no wrong door.” In that world the boundary lines
of government will be seamless. In essence, our
children want a virtual government—meaning any-
thing done in the presence of government can be
done electronically without regard to time and
location. Security in that world will be non-intru-
sive, reliable, confidential, and available. Security
in that world is tailored to the needs of citizens and
businesses.

There is an epistemology—that is, specific theories
and knowledge—that underlies security and IT. It is
soulful—deeply personal, virtuous, and mindful of
others’ needs. This report calls public-sector CIOs
to take up this epistemology. It calls for a metanoia
that radically changes the way governments interact
by creating new ways to share resources in order to
protect vital interests. CIOs are called to develop 
IT governance structures that are open, sharing,
and highly secure. They should follow Vic Vroom’s
advice about motivation, clearly plan security out-
comes, teach security best practices, build security
responsibilities into all position descriptions, pro-
vide feedback though metrics and scorecards, and
reward employees for practicing security. These
rewards include special recognition, bonuses for
hitting targets, and promotion opportunities.
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CIOs must also assess risks and build security por-
tals for emergency response. In addition, the state
CIOs should develop model state legislation to pro-
tect confidentiality in reporting security breaches
and responses to them. The legislation should allow
for the sharing of information among government
entities. There also should be federal support for
establishing an interstate ISAC.

The 10 recommendations that comprise this call 
to action reflect the belief that we cannot simply
declare that everything has changed since
September 11th. We must take action to change
some of the ways we live and conduct business.
We must build a world that protects our loved ones
and the critical assets we all require to sustain our
way of life. 
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Introduction
Security as it relates to information technology
(IT)—often referred to as cyber-security—represents
the ability of electronic-information owners to
assure the following aspects of information systems.

• Confidentiality—information is accessible only
to authorized parties.

• Integrity—information is accurate and com-
plete at all times.

• Availability—systems are accessible and can
deliver information when needed.

Secure information systems are as vital to citizen
trust in digital government transactions as they are
to consumers in electronic commerce. Moreover,
governments attempting to do business online must
comply with complicated privacy laws that can
treat multiple instances of the same citizen infor-
mation differently in various contexts depending on
where the information is collected and how it is
used. This adds to the complexity of security mea-
sures to defend information systems against the fol-
lowing threats.

• Insiders—accidental or malicious compromises
of security protocols by authorized users

• Crackers/Virus Writers—random individuals
seeking to penetrate or disable systems for 
personal satisfaction

• Activists—issue-oriented individuals seeking 
to penetrate or disable systems on behalf of 
a cause

• Organized Criminals—groups seeking to pene-
trate or disable systems for profit

• Terrorists—groups seeking to penetrate or dis-
able systems in order to exacerbate the effects
of violent acts

• Spies—intelligence operatives seeking to pene-
trate or disable systems on behalf of commer-
cial or political interests

• Information Warriors—military forces seeking
to penetrate or disable systems as part of a
larger conflict among nation states

Toward addressing these goals and issues, the
National Association of State Chief Information
Officers (NASCIO) sponsored the Forum on
Security and Critical Infrastructure Protection. More
than 80 individuals participated in the day-and-a-
half event. Participants included state CIOs and
security chiefs representing 35 states. Other partici-
pants included representatives of local and federal
government IT management as well as staff from
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other agencies and branches of state government.
(Forum presentations can be found online on
NASCIO’s website at www.nascio.org/2001/
11/securityforum011113-14.cfm.)

State CIOs have found that cyber-threats to state-
government IT systems, including cyber-terrorism,
have not become more pronounced since the
recent War on Terrorism began in response to the
September 11th attacks. (This is likely due to the
fact that Islamic jihadists have not invested
resources in this area.) However, thanks to sources
such as Carnegie Mellon’s CERT/CC, state CIOs are
acutely aware of the fact that, over time, all types
of cyber-threats are likely to increase in frequency
and sophistication, with different threats emerging
at different times from disparate sources worldwide.
Fortunately, public interest in assuring the availabil-
ity of government services (and, thus, the IT that
supports them) has risen along with interest in
assuring other aspects of the nation’s critical infra-
structure such as power, water, communication,
financial, and transportation services, among oth-
ers. Additionally, public officials are increasingly
aware of the need to share reliable information as
part of defense and emergency management efforts
in times of crisis.

This report is the product of the forum. It provides a
series of recommendations and action items under
the headings of architecture, assessment, business
alignment, education and communication, funding,
governance, and legislation. Some of the action
items are directed toward the states and others will
be carried out by NASCIO and its organizational
partners, including the National Governors’
Association (NGA) and the federal government,
among others.

Governance
Assuring public safety and the reliability of public
services is a fundamental function of government.
Toward that end, security oversight must be formally
and permanently installed at the executive level of
state government. Furthermore, the IT security gov-
ernance structure must span the branches of govern-
ment and include city and county participation.

State Action:
• Define and implement an adaptable gover-

nance structure for IT security.

• Link local governments into the governance
process.

NASCIO Actions:
• Collect progressive governance practices for

use by the states.

• Serve as an active voice for the states at the
federal level.

• Coordinate efforts with the National League 
of Cities (NLC), the National Association of
Counties (NACo), and NGA to aggressively
promote governance models and best 
practices.

State and NASCIO Actions:
• Promote the fact that (1) IT is integral to pre-

vention and response, (2) citizens hold govern-
ment to a higher standard of privacy/security
than the private sector, and (3) security can no
longer be “delegated” to IT exclusively.

• Articulate a vision of what needs to be 
accomplished.

Legislation
Establishing a permanent, high-profile role for
cyber-security will require legislative action and
statutory authority. A governance body will have to
be formally established. Security standards will
have to be assessed and enforced. All of this will
require the sponsorship of governors and key legis-
lators who have to educate their peers on the
nuances of cyber-security and technology.
(Biometrics are not a cure-all!) State CIOs and their
security chiefs will have to impress upon policy
makers that cyber-security is an integral part of
physical security and homeland defense.

State Actions:
• Statutorily identify an entity with compliance

and enforcement authority over enterprise IT
management, including security.
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• Support the passage of legislation that would
exempt state cyber-security communications
with the federal government and ISACs from
FOIA/Open Access laws—and encourage states
to pass similar legislation to foster appropriate
internal sharing and interchange with private
partners regarding critical infrastructure.

• Keep all cyber-security legislation broad in
regard to cyber-threats, not limited to cyber-
terrorism.

• Champion legislation that creates real penalties
for cyber-crimes of all varieties.

NASCIO Actions:
• Circulate examples of IT-management legisla-

tion that establishes security compliance and
enforcement authority through a variety of cen-
tralized and decentralized arrangements.

• Conduct a grassroots campaign among the
states to support federal cyber-security legisla-
tion that benefits the states.

• Educate governors, state CIOs, legislators, and
commissioners of uniform state laws about the
need for cyber-security legislation.

• Work with the National Conference of
Commissioners of Uniform State Laws
(NCCUSL) to draft model legislation that allows
appropriate and confidential internal sharing of
security-related information within and among
the branches of state government and with pri-
vate partners.

• Issue a background paper and talking points
with the National Center for State Courts
(NCSC), the National Conference of State
Legislators (NCSL), NCCUSL, and NGA appris-
ing policy makers of the need for legislation.

Business Alignment
In order to make security more than just an after-
thought, or a series of procedures and technologies
that are merely bolted on to existing operations,
state CIOs and other policy makers will have to
recognize it as an integral element of any digital-
government rollout. Officials must be able to point
to a specific set of critical business offerings—for
example, public safety, education, human services,
finances, and e-commerce—that depend on reli-

able computing and communication systems and
assign security resources accordingly. These essen-
tial services will also be seen as the juiciest targets
for attack, as bringing them down will deliver the
heaviest blows to governments and citizens.
Moreover, as citizens seek a more unified digital-
government presentation that spans all the levels of
government, state CIOs and their security chiefs
will need to coordinate with local and federal ser-
vice providers to eliminate seams that invite cyber-
threats to divide and conquer with attacks on the
weakest link.

State Actions:
• Collaborate with local and federal government

on issues of continuity and security.

• Include security as a part of planning for IT 
systems.

• Synchronize security and business-continuity
plans across jurisdictions and levels of 
government.

• Act with a sense of urgency!

NASCIO Actions:
• Ensure federal, state, and local collaboration.

• Facilitate public-private relationships that will
help identify the best solutions for security and
business continuity.

• Facilitate communication to the public at large.

Assessment
Establishing standards for security and incorporat-
ing them into the enterprise architecture will be
only an intermediate step in the process.
Determining those security standards will require
an assessment of the likely threats to state IT assets
along with the corresponding risks—that is, the
pain that will be suffered as a result of a particular
violation. This will, in turn, allow security architects
to prescribe particular security standards that meet
at the intersection of a likely cyber-threat and the
level of risk a given owner can reasonably (or
legally) tolerate. Moreover, assessments will have to
be conducted periodically to check and enforce
compliance with security standards across the
enterprise if these standards are to be more than
just friendly suggestions.
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State Actions:
• Adopt a common state-federal methodology for

identifying and assessing critical assets—for
example, the Critical Infrastructure Assurance
Office’s U.S. Project Matrix. This methodology,
focusing on mission-critical business processes,
should identify interdependencies among inter-
nal and external systems and identify risks and
vulnerabilities.

• Conduct assessments utilizing a joint state-
federal assessment tool.

• Develop a business case to drive response to
identified risks and vulnerabilities—quantify
the cost of not acting in order to make inaction
untenable.

• Coordinate state and federal homeland security
efforts toward critical infrastructure assurance.

• Report best practices and success stories back
to NASCIO.

NASCIO Actions:
• Act as a clearinghouse for progressive practices

and success stories.

• Develop a business case for assessment.

• Help to align national assessment efforts among
states and across the levels of government.

• Work with NGA to present a common voice 
in pursuit of federal funding support.

• Encourage the federal government to coordi-
nate intergovernmental assessment efforts
through the Office of Homeland Security.

Architecture
An adaptive, enterprise information architecture
provides a set or framework of agreed-upon princi-
ples and standards, based upon business processes,
that enable information sharing and interoperability
across the enterprise. These enterprise-wide stan-
dards, incorporating fundamental security and pri-
vacy concerns, allow numerous departments and
agencies to develop systems that meet universal
requirements without forcing them to deploy a 
particular product or a specific technology type.
Enterprise-wide adoption of architectural standards
is an ongoing process of definition and education.

It is not a one-time project or initiative. Over time,
the coherent development of dispersed systems will
facilitate sharing of information, and it will permit
security personnel to better manage ever changing
systems and capitalize on what should be a real
home-field advantage against cyber-threats.

State Actions:
• Endorse the forthcoming NASCIO Enterprise

Architecture Toolkit and commit resources to
make architecture a high priority.

• Define your enterprise and identify your stake-
holders, recognizing that stakeholders are not
just internal, but span disciplines, jurisdictions,
and branches of government.

• Establish a governance structure that effectively
manages the architecture.

• Provide real leadership, not just mandates, in
architecture for local units of government.

NASCIO Actions:
• Publish Enterprise Architecture Toolkit for the

states.

• Promote the development of compatible archi-
tecture among the states that will enable infor-
mation sharing and interoperability.

• Play a leadership role with respect to aware-
ness, education, and adoption of architecture.

• Serve as a repository of effective architectural
practices from government and private industry.

Education and Communication
Long-term cyber-security will require education to
raise America’s consciousness of cyber-threats and
prevention. Targeted messages and instructions will
have to be delivered to everyone from citizens
(who should be able to recognize and report cyber-
crimes) to state employees (who must be vigilant
against lapses and violations of procedures and sys-
tems) to policy makers (who must be apprised of
the nature and limitations of various security strate-
gies and technologies before implementing them).
State CIOs and their security chiefs should be pre-
pared to formulate internal security education pro-
grams and champion external security education
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programs. Specific cyber-security and critical-infra-
structure-protection campaigns will have to be
developed for the different levels of government as
well as for citizens and other private-sector part-
ners. Over time, messages should be tailored to
address immediate and emerging threats as identi-
fied through intergovernmental communication
(horizontal and vertical) of incident-related data
and alerts.

State Actions:
• Identify key stakeholders.

• Develop a cyber-security and critical-infrastruc-
ture-protection education curriculum.

• Develop information sharing mechanisms
between the state, local governments, and 
private entities.

NASCIO Actions:
• Develop a cyber-security and critical-infrastruc-

ture-protection education framework.

• Act as a conduit to the federal government,
allowing the states to speak with one voice.

• Establish a state security information sharing
and analysis center (interstate ISAC) to facilitate
communication among the states and the fed-
eral government.

Funding
As security is a fundamental concern for IT, funding
for security must reflect its importance to the relia-
bility of citizen-centric digital government. This will
mean the strategic and rapid deployment of exper-
tise, training, and technologies to secure critical
business processes across the enterprise. Funding
must be deployed flexibly within an enterprise, not
a stovepipe, view, allowing resources to flow to
where they are needed most immediately. Ongoing
research and development will also play a key role
in countering immediate and emerging cyber-
threats. State government will routinely call upon
existing resources at the universities and in the pri-
vate sector to supplement internal resources.

State Actions:
• Include funding for certification and validation

of cyber-security, disaster-recovery, and busi-
ness-continuity standards.

• Assign responsibility for enterprise cyber-secu-
rity funding within the state IT governance
structure.

NASCIO Actions:
• Work with NGA to identify a single federal

contact who can help eliminate barriers in 
federal stovepipe funding.

• Explore all potential sources of funding and
technical assistance.

• Act as a clearinghouse for funding strategies at
state, local, and federal levels.

PUBLIC-SECTOR INFORMATION SECURITY



Steve Akridge
Georgia
Kim Bahrami
Florida
Claire Bailey
Arkansas
David Ballard
Kentucky
Jean Bogue
NASCIO/NSR
Howard Boksenbaum
Rhode Island
Dave Boyer
U.S. Department of
Justice
Mike Boyer
Montana
Andy Cannon
Alabama
Mary F. Carroll
Ohio
Joe Christensen
Georgia
Keith Comstock
West Virginia
Steven Correll
NLETS
Elias S. Cortez
California
John Curley
NASCIO/NSR
Sharon Dawes
Center for Technology
in Government
Matthew R. DeZee
South Carolina
Chris Dixon
NASCIO
Allen L. Doescher
Louisiana
Otto Doll
South Dakota
Greg Dzieweczynski
Minnesota
Cheryl Edwards
NASCIO
Donald Evans
Public Technology, Inc.

Bob Feingold
Colorado
David Fisher
Minnesota
Frank Galeotos
Wyoming
Ann Garrett
North Carolina
Charles F. Gerhards
Pennsylvania
Danielle M. Germain
ITAA
Curt Haines
Pennsylvania
Lynn Harris
New Mexico
Ron P. Hawley
North Carolina
John Hohl
Wyoming
Laura Iwan
New York
Leon Jackson, Jr.
District of Columbia
Thomas M. Jarrett
Delaware
Larry G. Kettlewell
Kansas
George Kohut
Public Technology, Inc.
Laura Larimer
Indiana
Erin Lee
National Governors’
Association
Steven Lee
West Virginia
Vic Mangrum
Tennessee
Chad C. McGee
Louisiana
Valerie J. McNevin
Colorado
Scott McPherson
Florida
Michael McVicker
Washington

Elizabeth Miller
NASCIO
Amy Moran
Wisconsin
Gail A. Morris
Missouri
Kym Patterson
Arkansas
William F. Pelgrin
New York
Holli I. Ploog
DynCorp Management
Resources, Inc.
R. D. Porter
Missouri
Jim Pritchett
National Center for
State Courts
Susan Puntillo
Wisconsin
Carolyn T. Purcell
Texas
Wendy W. Rayner
New Jersey
Rock Regan
Connecticut
Mark Reynolds
Connecticut
David J. Roberts
SEARCH
Gary Robinson
Washington
Beth Roszman
NASCIO
Thom Rubel
National Governors’
Association
Terry Savage
Nevada
Steve Schafer
Nebraska
N. Jerry Simonoff
Virginia
Dan Sipes
North Dakota
Craig Stender
Arizona

Marianne Swanson
NIST
Matthew Trail
NASCIO
Donald W. Upson
Virginia
Aldona K. Valicenti
Kentucky
Randall von Liski
Illinois
Richard C. Webb
PricewaterhouseCoopers,
LLP
Gerry Wethington
Missouri
Mary Gay Whitmer
NASCIO
Rick Zelznak
Arizona

PUBLIC-SECTOR INFORMATION SECURITY

32

Forum Participants



33

The CIO Responds
It was winter in the heartland. Mark, a senior tech-
nologist for his state government’s Unix-derived
operating systems, was ready to go home. Before
leaving, he decided to conduct one last check of
the operating system that supports the state’s
Department of Natural Resources’ server applica-
tions. The department’s system was recently moved
to Mark’s central server farm. While checking the
health of the system he noticed that an obscure
operating system file had been updated only an
hour earlier. Mark was puzzled, as he had not
applied any fixes or patches that day. 

When Mark examined the changed file, he saw that
the code was capable of spying on password traffic
that moved across a local area network (LAN) seg-
ment. The code was thin and looked like a dormant
agent. Mark realized the system had been hacked.
This hack was deep and the intent was clear. The
LAN segment included a central payment system. 
If this system was compromised, Mark knew vital
state operations could be seriously impaired.

He immediately notified his management, the state
CIO, and the state chief security officer. The depart-
mental owners of the systems were also notified. 
In short order, the LAN segment was reconfigured
and the affected systems were re-certified by the
owners. Mark and the chief security officer docu-
mented the intrusion and attempted to understand
how the hacker was able to penetrate the state’s
security infrastructure. The State Bureau of
Investigations (SBI) was called in to assist in the
analysis. More than 10 days of investigation passed
with no clear results.

As it turned out, the hack Mark discovered was
particularly nasty. Ron, the state’s CIO, was con-
cerned that the initial investigation of the hack
yielded no information about how it occurred. Ron
was hoping for additional information before he
briefed the state’s Security Council. Immediately
after the hack, Ron met with the state’s chief IT
architect and the chief security officer to discuss
the hack and the steps that would be followed to
flush the hack and investigate how it happened.
During the meeting, the chief security officer com-
mented, “A hack of this nature is worth about
$8,000.” Ron was taken aback. “Are people selling
these hacks?” he asked. The answer was swift and
direct, “Yes.”

As Ron worked on his briefing for the IT Security
Council, he wondered to himself: Are there agents
inside our operations and we just don’t know
about them? Maybe I am dealing with a much
larger problem here.

Fortunately, Ron worked in a state that has a strong
IT governance structure. The structure includes an
executive-level policy council for IT as well as sup-
port organizations for e-government, geographic
information systems, and security. The Security
Council is a key support organization with IT stake-
holder members from the audit community, emer-
gency management, and security staff in state
agencies. Ron is very proud of the council’s work
and its enterprise representation. Nonetheless, he
knew the briefing would be difficult.
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The Enterprise Responds
Before Ron briefed the Security Council, he asked
Mark to re-platform the Department of Natural
Resources application on a new server and leave
the old server intact for the investigation. This
proved to be a very important decision.

Ron then hired a security consultant to investigate
the server and application. The consultant learned
that the hack occurred in two stages. The first stage
happened before the server was moved to Mark’s
server farm. During this stage the hacker created 
a back-door path to the server. After the server
moved to Mark’s area, the hacker came back and
created a routine to spy on LAN traffic. The consul-
tant also discovered how the hacker navigated to
the server when it was located in the Department
of Natural Resources and he discovered how the
hacker got into Mark’s LAN. The security holes he
discovered were immediately closed. Ron included
this information in his security briefing notes.

He also included in his notes information from the
security log kept by Mark. A day before the brief-
ing, Ron met with the consultant to discuss how
well the agencies document security breaches and
how well they follow the state’s IT security archi-
tecture. The meeting was disappointing. Agencies
do not always follow the architecture for old infra-
structure and applications. However, they meticu-
lously follow the architecture for new infrastructure
and applications. Also, the consultant confirmed
that agencies do not keep meaningful metrics on
security intrusions, successful penetrations, down
time, and the like. The Security Council briefing
was scheduled for 1:00 p.m.

The Security Council was formed the previous year
in response to Ron’s concerns about the growing
number of intrusions the state was observing in the
network. The number increased an alarming 25
percent in a three-month period. Ron also wanted
the state to take a more aggressive approach to
handling viruses and spams. He created a Constant
Readiness Center to handle disaster recovery, and
he wanted the center to expand its role to include
coordination of emergency responses to viruses
and other homeland security cyber-threats.
Emergency management staff from the Adjutant
General’s Office was formally invited to join the

Security Council and to provide staff for the
Constant Readiness Center.

Ron knew the Security Council and the Constant
Readiness Center staff would have many questions
about Mark’s hacker and would wonder about how
many undetected agents could conceivably be
residing in the state’s systems. During the meeting,
the council talked about security risks, noting that
half of the security violations reported to the FBI
and the Systems Administration, Networking, and
Security Institute were violations perpetrated by
insiders. The council asked Ron how the state 
controls against insider attacks and how the state
protects itself from outsiders “social engineering”
key staff to disclose security passwords, architec-
tures, and techniques for safeguarding critical 
infrastructure. 

When Ron told the council that agencies were 
following the security architecture for new infra-
structure but not always using it for old infrastruc-
ture or applications, Janet, the chief security officer
for the Department of Labor, made an important
observation. “We need to conduct a statewide
inventory of all our systems,” she said. “We can
use our Y2K inventory and update it with a security
assessment.” Janet volunteered to head a subcom-
mittee to develop a “simple and practical” assess-
ment methodology. “The methodology will point to
our vulnerabilities. We can then use our architec-
ture to fix the most critical vulnerabilities.”

This discussion extended into a dialogue about
security audit standards. The council decided to
explore national audit standards and craft a policy
statement for consideration by the executive IT pol-
icy council to train state employees on the stan-
dards. The council also drafted a recommended
policy for building the standards into position pro-
files and job class specifications. The council rea-
soned that IT audit standards, risk assessments, and
architecture can drive security metrics, since they
are all tied together. A second subcommittee was
created to recommend the audit standards that
would be adopted by the entire enterprise.

Ron then told the council how the state had failed
when it moved the Department of Natural Resources
server to Mark’s area. Ron explained that when the
server was moved, it was placed on the next avail-
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able LAN segment without regard to other systems
on the segment. Mark did not do the move. Instead,
a unit that performs facilities management services
did the move. The technologist who handled the
move assumed the security infrastructure on the
LAN segment would protect against outside intru-
sions, and was not aware a back door existed prior
to the move. Also, the server was not evaluated for
abnormalities before it was moved and manage-
ment did not oversee the move. The meeting with
the Security Council lasted over four hours.

Lessons Learned
After briefing the Security Council, Ron—the
state’s CIO—scheduled a meeting with the
Constant Readiness Center staff. Ron knew that it
was impossible to parse every intrusion. His staff
was small and his budget limited. The Readiness
Center team understood Ron’s money concerns;
however, they felt providing security analysis ser-
vices to state agencies and local units of govern-
ment for a subscription fee could solve the
problem. Also, they felt Ron could seek federal
help through emergency management grants to
cover start-up costs. Ron was intrigued with the
suggestions. Clearly an analysis center would help
disseminate information, provide technical security
support to agencies, and serve as a clearinghouse
and reporting organization for metrics and vulner-
ability assessments. The Readiness Center staff
agreed to review their mission and propose an
expanded role. The staff also recommended that
the Readiness Center create a security lab to inves-
tigate emerging technologies, especially those that
are more offensive in nature.

Ron knew the recommendations from the Security
Council and Readiness Center would be expensive.
He remembered back a year ago when he con-
tracted with a national firm for a full-time network
engineer. The engineer was an expert who for one
year worked on site directly with state network
technologists to develop a highly hardened net-
work infrastructure. While the expert cost $155,000
per year, he was worth every cent. Ron’s network
up-time reports exceeded “four nines” (i.e., 99.99
percent)—quite an accomplishment in an 830-
router network. Ron’s customer satisfaction ratings
were equally impressive—more than meeting
expectations on performance, communication,

price value, and understanding customer business
needs. Ron remembered back four years when the
satisfaction scores were only 78 percent of expec-
tation. However, when the budget reductions
came, Ron decided to cut the expert. This was a
hard choice to make, but he saw few alternatives.
The hacker and funding concerns were constantly
on Ron’s mind.

Mark—the state senior technologist—and Ron
faced a unique challenge. They never caught the
hacker, but they did safeguard their state’s critical
systems. Ron implemented a security analysis cen-
ter, adopted COBIT audit standards, and built the
audit standards into all IT position profiles and job
class specifications. He leveraged his governance
structure to help fund the security initiatives. Over
150 professionals were trained in COBIT, and the
agencies gladly paid for the training. The state
auditors developed a security risk assessment
methodology and used it in their agency audit
work. The audit standards, risk assessment, and
analysis center work drove performance metrics.
Funds were raised to begin work on a security 
portal, and legislation was passed to protect the
confidentiality of security breaches and unwel-
come intrusions. Most importantly, for over six
months there have been no reported security
breaches in any of the state agencies.

It was snowing in the heartland when Mark first
encountered the hacker. Today, it is spring in the
heartland, about 3:30 in the afternoon. Ron’s
phone is ringing. It is Mark and he is excited. “Ron,
the hacker is back and I can see him trying to get
into my honey pot.” Ron laughed the low kind of
laugh that comes when you are satisfied. “This is
great,” Ron declared. “Go get him!” 

It took some time for Ron to completely realize the
full significance of Mark’s experience with the
hacker. Ron was aware of the thousands of hits
reported each week from intrusion-detection soft-
ware. However, few hits ever materialized into a
hack or penetration. Over time the thousands of
hits were only bumps in the night to Ron. Yet one
of the bumps was very real and serious. Ron won-
dered: What about all those other bumps? As Ron
reflected he came to a new understanding. He real-
ized the bumps are all real. People want to get into
my state’s systems. They are out there and they are
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probing us. Ron thought: Each bump has a pur-
pose. This realization gave Ron pause and he expe-
rienced a metanoia: I am part of a larger world,
bigger than just my state. How many other states
have been exploited in this way? How many
exploits like this have gone unnoticed until it was
too late? How could CIOs share and learn from
experiences like this?

Catching Mark’s hacker before he does damage is a
single success—a loud bump in the night. Ron had
a change of heart. He realized that his state needed
to help and to receive help from other states. Ron
realized that security is a way of life that demands
aggressive action tempered by humility and a will-
ingness to share.
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Center for Technology in Government
(State University of New York at Albany)

• Project: “Sharing the Costs, Sharing the
Benefits: The NYS GIS Cooperative”
www.ctg.albany.edu/projects/gis/gismenu.html

Computer Science and Telecommunications Board
(The National Academy of Science)

• Publications—Topic: Security, Assurance and
Privacy www4.nas.edu/cpsma/cstb.nsf/web/
topic_security

• “Summary of a Workshop on Information
Technology Research for Crisis Management”
www4.nationalacademies.org/cpsma/cstb.nsf/
web/pub_crisismanagement

Dartmouth College

• Institute for Security Technology Studies
www.ists.dartmouth.edu

IT Governance Institute 

• “Board Briefing on IT Governance”
(www.itgi.org)

• “Information Security Governance: Guidance
for Boards of Directors and Executive
Management (www.itgi.org)

National Institute for Standards and Technology
(NIST)

• Computer Security Resource Center
csrc.nist.gov

RAND

• “Research on Mitigating the Insider Threat 
to Information Systems—#2: Proceedings 
of a Workshop Held August, 2000”
www.rand.org/publications/CF/CF163

• “Security Controls for Computer Systems”
www.rand.org/publications/R/R609.1/R609.1.html

U.S. Commission on National Security/21st
Century (The Hart-Rudman Commission)

• Final Phase III Report—“Road Map For
National Security: Imperative for Change”
www.nssg.gov
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Appendix III:
Recommended Resources
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1. Richard Clarke, Keynote Address, Conference
on Critical Infrastructures: Working Together in a New
World, 12 February 2002, Austin, Texas (notes of Chris
Dixon, conference attendee).

2. Jeffery Eisenach, Thomas Lenard, and Stephen
McGonegal, The Digital Economy Fact Book (3rd edition,
2001), (Washington, D.C.: Progress and Freedom
Foundation), 1-9.

3. Ibid., 24-27.
4. National Governors’ Association, “Homeland

Security: The Cost to States for Ensuring Public Health
and Safety,” Issue Brief, 5 December 2001,
<http://www.nga.org/center/divisions/1,1188,C_ISSUE_B
RIEF^D_2915,00.html> (20 March 2002).

5. Barbara Gomolski, Jeremy Grigg, and Kurt
Potter, “2001 IT Spending and Staffing Survey Results,”
Gartner Group Strategic Analysis Report R-14-4158, 19
September 2001, 9.

6. James Middleton, “Major viruses cost industry
$13bn in 2001,” vnunet.com, 10 January 2002,
<http://www.vnunet.com/News/1128147> (20 March
2002).

7. Andy Briney, “Cover Story: 2001 Industry
Survey,” Information Security, October 2001,
<http://www.infosecuritymag.com/articles/october01/ima
ges/survey.pdf> (21 March 2002), 34-43.

8. Harold Leavitt, “Applied Organizational Change
in Industry: Structural, Technological, and Humanistic
Approaches,” Handbook of Organizations (J.G. March,
ed.), (Chicago: Rand McNally, 1965), 1144-1170.

9. Allen Hutt, Open framework: Transforming Your
Business with Information Technology (Issue 1),
November 1994, (Bracknell Berks, England: International
Computers Limited), 1-8.

10. For a broad discussion of the attributes of digi-
tal government, see NASCIO’s publication “Creating
Citizen-Centric Digital Government: A Guide for the
States” at <http://www.nascio.org/hotissues/dg>.

11. Thanks to John W. Lainhart IV, the first Inspector
General of the U.S. House of Representatives, a member
of the COBIT Steering Committee, for his assistance in
editing the following section on COBIT.

12. John W. Lainhart IV, “Assuring Service
Improvements and Systems Modernization,” slide presen-
tation for PricewaterhouseCoopers, LLP, October 2001.

13. IT Governance Institute, “Executive Summary,”
COBIT Governance, Control and Audit for Information
and Related Technology (3rd ed.), July 2000,
<http://www.itgi.org/resources.htm> (20 March 2002), 6.

14. NIST, “Federal Information Technology Security
Assessment Framework” 28 November 2000,
<http://www.cio.gov/Documents/federal_it_security_asses
sment_framework_112800.html> (16 April 2002).

15. Stephen R. Covey, The Seven Habits of Highly
Effective People (New York: Simon and Schuster, 1990).

16. Ibid., 95-144.
17. William Welsh, “IT security regulations

unlikely, Bush official says,” Washington Technology, 8
April 2002, <http://www.washingtontechnology.com/
news/1_1/state/18080-1.html> (30 April 2002).

18. Victor H. Vroom, Work and Motivation (New
York: John Wiley and Sons, 1964).

Endnotes 
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A B O U T  T H E  A U T H O R

Don Heiman recently retired from the State of Kansas, where he served
four years as the chief information technology officer for the executive
branch and chief information technology architect for the three branches
of government. During his tenure, Kansas was widely regarded as a
national leader in digital government innovation and implementation. For
the past seven years, Heiman also directed the state’s central data center
and the wide area network used by Kansas state agencies. He began his
career in state government in 1976 with the Kansas Legislative Division 
of Post Audit, where he directed the performance and IT audit staffs.

Prior to joining the state, Heiman worked for Midwest Research Institute
in Kansas City, Missouri, as an industrial economist. He also worked as a
personnel officer and later as Board of Trustees consultant for North
Kansas City Memorial Hospital. He was drafted into the U.S. Army in
1971. During his active duty at Fort Gordon, Georgia, he served in the
Army’s medical corps as a social work specialist E-5.

He is the author of numerous articles and papers in academic journals both in the United States and
England. He served seven years on the editorial board for the Journal of Organizational Change
Management.

Heiman holds an undergraduate degree in business from Rockhurst University in Kansas City, a master 
of science in business from the University of Kansas, a master of arts in pastoral studies from Loyola
University (New Orleans), and master of public administration from the Edwin O. Stene School of Public
Administration at the University of Kansas.
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To contact the National Association of State Chief Information Officers:

Mr. Chris Dixon
NASCIO
167 West Main Street, Suite 600
Lexington, KY 40507-1324
(859) 231-1971
fax: (859) 231-1928

e-mail: nascio@amrinc.net (general inquiries)
website: www.nascio.org

K E Y  C O N T A C T  I N F O R M A T I O N
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