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INTrOduCTION 

With the rapid progression of artificial intelligence and automation tech-
nologies, the public sector is in a state of transformation. Government 
leaders and managers are on the frontlines, responsible for harnessing AI’s 
potential into tangible results. Numerous public efforts have been made to 
address AI’s design, deployment, and maintenance, such as establishing 
the national artificial Intelligence Initiative1 and the Blueprint for an AI Bill 
of Rights2 developed by the White House Office of Science and Technology 
Policy (OSTP). These pragmatic advancements aim to guide AI use across 
agencies and create a system for documenting use cases and principles. But 
one key assumption often underpins these developments—that stakeholders 
already have a comprehensive understanding of what AI is and how it can be 
leveraged across their workflows.

A new focus has emerged: cultivating strategy to enhance AI literacy. Origi-
nating from computer science, information studies, and learning sciences, AI 
literacy involves understanding the technical facets of AI and learning how to 
leverage it in practice. In a study from the Georgia Institute of Technology, 
researchers define general AI literacy as “a set of competencies that enable 
individuals to evaluate AI technologies critically; communicate and collabo-
rate with AI; and use AI as a tool.”3 The push for more explainable, respon-
sible, trustworthy, and transparent AI has been part of this shift. AI literacy 
requires not just learning but learning to learn—asking the right questions 
to comprehend how AI systems work. This requires understanding a tool’s 
capabilities, its limits, ethical implications, and how to incorporate it into 
operations.

Blueprint for Building AI Literacy

This chapter delves into the vital role of strategic actions for AI literacy, particu-
larly for leaders and managers navigating the intricacies of an increasingly auto-
mated workplace. It outlines a three-phased approach outlined in Figure 1. for 
boosting AI literacy, presenting key actions and practices to make government 
organizations more responsive and fundamentally reshaping them to deliver 
exceptional public services and achieve mission success. By adopting these 
strategic actions for aI literacy, governments can ensure that ongoing advance-
ments in AI and automation are harnessed effectively and ethically, providing 
the greatest possible benefit to the public. This approach offers a crucial tool 
for government leaders and managers, helping them navigate the complexities 
of AI implementation within their organizations. 
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Figure 1. Blueprint for AI Literacy 

Assessment Phase 

develop AI vision and goals
The initial step in enhancing AI literacy within an organization involves estab-
lishing clear, actionable goals. These objectives should be tailored to the 
unique needs of each organization, reflecting their specific context and use 
cases for AI. For instance, one organization might focus on understanding 
how AI can augment efficiency in routine tasks, while another might concen-
trate on understanding the ethical implications of AI in handling sensitive data.

Leaders are responsible for ensuring these goals align with the organiza-
tion’s mission, values, and strategic objectives. For instance, if a pillar of an 
organization’s mission is to enhance customer service, an AI literacy goal 
could involve understanding how automation can be deployed for improved 
client interaction and engagement. When establishing AI goals, organizations 
should also consider potential challenges associated with AI integration, such 
as data privacy, ethical use, and technical capacity. For example, a team 

Blueprint for AI Literacy
in Organizations

ASSESSMENT
1. Develop AI vision and goals

2. assess current aI literacy levels

IMPLEMENTATION
1. Adopt a co-creative approach for design

2. Promote inter-agency agility
3. Ensure responsible and trustworthy AI use

EvALuATION ANd CONTINuOuS LEArNING
1. Measure Progress and adjust

2. Provide regular training to foster learning
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handling sensitive data might prioritize learning and mitigating privacy risks 
associated with an AI tool. Similarly, other teams with limited technical 
expertise might focus on building fundamental conceptual knowledge before 
using more advanced technology applications. These goals should be flexible 
and evolve alongside technological change and organizational growth.

The term ‘AI’ covers a broad spectrum including: algorithms, machine 
learning models, generative AI, recommender systems, neural networks, 
robotics, design principles, and industry trends. Acknowledging this 
diversity is crucial as leaders define AI’s role within their organization and 
set corresponding literacy goals. The spectrum of learning should also be 
considered in the goal-setting process. Achieving AI literacy is a progressive 
journey, and goals can span a continuum, from understanding basic AI 
concepts and applications to comprehending more complex aspects—such 
as deciding the amount of risk arising from automating high-reliability 
decisions. 

Given the emergence and widespread adoption of new forms of AI like 
generative AI, encompassing technologies like ChatGPT, Bard, and GitHub 
Copilot, leaders have the opportunity to consider how to define and set AI 
literacy goals. This shift involves more than just understanding aI’s mechan-
ics and using it responsibly. For instance, generative AI fosters dynamic user 
interaction, paving the way for creating new content and solutions to com-
plex problems. Notably, this technological advancement is democratizing AI 
usage, transforming users from being primarily consumers of AI outputs to 
active creators with AI. In this context of rapidly evolving technology, the 
value of developing robust, flexible frameworks for AI literacy is key. Even 
as technologies change, the processes to comprehend, use, and enhance 
them remain crucial. Therefore, AI literacy goals must be conceptualized as 
dynamic and adaptive, ready to accommodate these evolving forms of inter-
action with technology. This will ensure that workforces are well-prepared 
for the future. 

Assess current AI literacy levels
With goals outlined, the subsequent step is to assess the current state of AI 
literacy across different levels in an organization. This assessment forms an 
essential baseline, shedding light on existing AI understanding within leader-
ship and illuminating areas requiring enhancement. AI literacy benchmarks 
play a vital role here, providing a well-defined standard against which the 
organization’s AI knowledge can be evaluated. These benchmarks serve as a 
roadmap, guiding the organization to identify gaps, set realistic improvement 
targets, and track progress over time. 
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A significant part of AI literacy is developing data literacy as a competency. 
Data literacy refers to reading, understanding, creating, and communicating 
data as information. In the context of AI, this means understanding how 
AI systems collect, process, and interpret data. It also involves maintaining 
relationships with vendors to ask the right questions and unravel the 
complexities of these processes to ensure data literacy principles become 
embedded into tools. 

However, the knowledge of AI and data should not be the endpoint. Leaders 
should decide where AI fits within the organization’s operational framework. 
This can be achieved by conducting an audit of the existing workflow, iden-
tifying tasks that could be automated, processes that might face disruption 
and opportunities for new AI-enabled processes. If feasible, conducting 
internal surveys, interviews, or focus groups can offer invaluable insights 
during this assessment phase. The information gathered outlines the current 
state of AI literacy and aids in creating tailored educational programs. These 
programs should address the organization’s leaders and managers’ specific 
learning needs and knowledge gaps.

In addition to the technical aspects of AI, a human factors perspective plays 
an integral role in successful AI adoption. AI literacy assessments should 
evaluate employees’ attitudes toward automation technologies. Understand-
ing these sentiments can highlight potential barriers to AI acceptance and 
indicate any areas of resistance stemming from the organization’s culture. 
The insights from this evaluation could help in developing communication 
adoption strategies and training programs that address these apprehensions. 
Further, it could help identify potential ‘intelligence officers’ or ‘translators’ 
within the organization. These specialists understand a tool’s technical 
details and its potential application across various organizational depart-
ments. They serve as a bridge between AI specialists and operational staff 
to communicate how technology initiatives can contribute to larger organi-
zational practices and goals. By integrating these human factors into AI lit-
eracy assessments, leaders can foster an environment that supports a more 
complete, inclusive transition toward AI adoption.

Implementation Phase 

Adopt a co-creation approach for AI implementation 
A co-creation strategy in AI implementation is indispensable for effective 
technology integration within organizations. This process is characterized 
by a back-and-forth dialogue between developers and end-users of AI tech-
nologies. a case study led by stanford university in the healthcare sector 
provides an example.4 Two machine learning tools—predicting potential 
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bed shortages and estimating patient readmission rates—were developed 
through an iterative co-creation process between developers and employees 
in a health system.

In the context of government agencies, the co-creation process might 
include several elements. First, developers and operational managers 
collaboratively identify potential AI solutions that align with the agency’s 
needs and technical capabilities. Then, these proposed solutions are refined 
through continuous engagement with a broader group of stakeholders, 
including other department leaders or external experts. A prototype of 
the AI tool is then implemented on a pilot basis, allowing end-users—in 
this case, managers and staff—to provide real-time feedback and identify 
potential discrepancies or areas of improvement. The final stage involves 
refining the tool based on user feedback, adjusting the aI models, and 
ensuring the tool is both user-friendly and effective.

By fostering and practicing collaborative design, this approach can enable 
employees and leaders with a shared responsibility for the development of 
a tool, which is created collectively through practice and aims to address 
an employee’s workflow. This co-creation process can be an opportunity 
for building trust and task-technology ownership among staff. As employees 
become involved in the development and refinement of AI tools, they can 
gain a deeper understanding and appreciation of the technology. This can 
help alleviate apprehension and resistance, promoting acceptance and suc-
cessful integration of AI across operations. 

Promote interagency agility
Building a future with successful AI integration necessitates collaboration 
and awareness, not just within a single organization but across a broad 
network of agencies. As leaders engaging with and leveraging these inter-
agency connections is critical. 

One key practice involves sharing each organization’s AI use cases, chal-
lenges, and solutions with other agencies. The National Artificial Intelligence 
Initiative encourages this dialogue by requiring federal agencies to annually 
report an inventory of how they use AI in tasks and to share the database 
with other government agencies and the public.5 This becomes increas-
ingly relevant as a survey by Accenture reported that 76 percent of leaders 
across 16 industries struggle with understanding how to maximize AI value 
across operations.6 Such a knowledge exchange serves as a platform for 
learning from others’ experiences, facilitating the adoption of proven strate-
gies, and unveiling potential uses of AI.
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Leaders can both contribute to and benefit from a shared repository of 
knowledge and experience. This approach relies on a process of social 
influence, a concept rooted in social psychology, where peers’ shared 
experiences and successes can positively impact the likelihood of wide-
spread technology adoption. By championing inter-agency collaboration and 
fostering an internal culture of AI awareness, both an organization and the 
broader government network can be better positioned for successful tech-
nology adoption. 

Ensure responsible and trustworthy AI use
The responsible usage of AI, characterized by elements that include fair-
ness, transparency, privacy, and explainability, is paramount when integrat-
ing this technology into government operations. Yet, responsible use is only 
one side of the coin. Trustworthiness is another critical aspect, referring to 
the dependability of AI in producing accurate, consistent outputs under a 
wide range of circumstances. Ethical guidelines for AI use must be incorpo-
rated into organizational policies and procedures, enabling leaders to make 
informed and ethical AI-related decisions. For example, the Department of 
Defense’s five principles of AI ethics—responsibility, equity, traceability, reli-
ability, and governability—provide a strong foundation. This involves a thor-
ough understanding of the technology, rigorous testing of AI capabilities, and 
implementation of systems to detect and mitigate unintended consequences.

Trustworthy AI requires systems to be versatile and reliable, functioning cor-
rectly under various situations and consistently delivering on their intended 
functions. This entails rigorous testing and quality assurance processes 
that scrutinize the system’s performance. Trustworthy AI also emphasizes 
the reproducibility and verifiability of results. Auditability is a critical facet 
to achieving these principles. It involves the ability to develop processes to 
inspect and review the workflows the AI model employs to make decisions. 
This enables accountability and transparency in AI operations. Moreover, a 
significant aspect of trustworthy AI includes providing redress mechanisms. 
If the AI system makes an error, it is crucial to have procedures in place for 
affected parties to seek remedy or correction.

A principle that binds responsible and trustworthy AI together is user over-
sight. while delegating decisions to aI systems can increase efficiency, users 
must retain control and the ability to intervene when necessary. This serves 
as a safeguard, ensuring that technology serves human-centric values and 
ethical norms. Several collaborative initiatives are shaping this area, under-
lining the importance of broad stakeholder input. For instance, the National 
Telecommunications and Information Administration (NTIA) actively seeks 
feedback from various agencies to inform policies that support the develop-
ment of AI audits, assessments, and certifications, thereby promoting trust 
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in aI systems.7 similarly, the national Institute of standards and Technology 
(NIST) has established the Trustworthy and Responsible AI Resource Center 
as a platform to foster trustworthiness in designing, developing, using, and 
evaluating AI products, services, and systems.8 at both the state and federal 
levels, these collective efforts provide leaders with resources for developing 
ethical aI guidance.

AI systems can reflect and amplify societal biases and potentially lead 
to unfair outcomes. Moreover, the vast quantities of data collected and 
processed by AI systems pose a significant target for cyberattacks, data 
breaches, and misuse. Ensuring responsible AI use is an ongoing, complex, 
yet crucial task. It requires collaboration across all organizational levels and 
roles—whether from the intelligence officer who anticipates potential issues, 
the technical specialists who troubleshoot problems, or the operations per-
sonnel who implement the solutions. Each person, no matter their role, 
must have some form of AI literacy. This unified approach underscores the 
importance of everyone having a stake in understanding and managing AI 
technologies.

As leaders, being aware of these challenges and using existing frameworks, 
or developing new ones as necessary, is an essential part of this task. In 
addition to implementing ethical guidelines, organizations should also estab-
lish mechanisms for monitoring and reviewing the use of AI. This involves 
regular auditing and evaluations to ensure that AI systems are operating as 
intended and ethical standards are being upheld. This broad and coopera-
tive approach ensures a thorough, organization-wide commitment to respon-
sible and trustworthy AI use.

Evaluation and Continuous Learning Phase 

Measure progress and adjust
Developing a generalized blueprint for AI literacy poses a unique challenge 
given the diversity of agencies, each with its distinct needs, resources, and 
regulations. However, a critical and shared step involves regularly assess-
ing progress toward AI literacy goals and subsequent adjustments. Regular 
tracking can be achieved through follow-up assessments, feedback ses-
sions, or performance reviews. Progress measurement should also consider 
qualitative aspects, such as employees’ confidence and comfort in using AI 
tools, their understanding of AI’s capabilities and limitations, and their effi-
cacy in making informed decisions with their tools. These measures not only 
provide insight into the learning curve but also identify areas for improve-
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ment or adjustment in strategy. achieving aI literacy is not a static goal but 
a dynamic, ongoing process. The feedback collected during this stage is 
invaluable for refining strategies, and ensuring that learning initiatives remain 
effective, relevant, and aligned with the organization’s AI literacy goals.

Provide regular training and foster learning 
Maintaining aI literacy necessitates fostering an environment of continuous 
learning. Leaders should ensure regular training sessions through various 
partnerships with universities, industry experts, and specialized in-house 
training initiatives. These partnerships provide leaders and managers with 
access to the latest AI developments and trends.

Creating an AI-literate culture is a strategic move that contributes signifi-
cantly to the acceptance and effective use of AI technologies. This can 
involve organizing awareness campaigns, seminars, and workshops that 
not only demystify AI’s black box, but also illuminate the potential of AI in 
enhancing public service delivery. Leadership plays a pivotal role in embed-
ding this culture within the organization. By educating their teams about AI’s 
capabilities and implications through various learning initiatives, they ensure 
to leverage aI strategically. 

LOOkING FOrwArd

Advancing AI Literacy

The strategic actions outlined in this chapter form a comprehensive 
approach to enhancing AI literacy within government operations. These 
actions—including setting clear goals, assessing current aI understand-
ing, implementing technology through a co-creative approach, promoting 
inter-agency awareness, ensuring responsible use, and fostering a culture 
of continuous learning—are all key elements in this transformative process. 
Building a future where AI and automation enhance government operations 
and resonate with an AI-literate workforce requires a concerted effort from 
all stakeholders. The emphasis on AI literacy signifies a shift in mindset 
towards viewing emerging technologies not as mere tools, but as a strategic 
partner in enhancing public service delivery.

Ultimately, this three-phased approach aims to equip government lead-
ers and managers with the insights and actions necessary to navigate the 
complexities of AI integration. Furthermore, these strategies can empower 
leaders to discern the potential of new tools confidently, paving the way for 
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informed decisions about adopting and integrating cutting-edge technologies. 
By fostering an environment where AI literacy is at the forefront of organiza-
tional strategy, government agencies can become more efficient, responsive, 
and ultimately, advance their mission for the citizens they serve.

Ignacio F. Cruz is an Assistant Professor of Communication at Northwestern 
University. His research focuses on the Future of Work, specifically how 
organizations strategically design, implement, and assess emerging tech-
nologies in their workflows. 
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